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Item-Bound vs Category-Based Generalizations

An Entropy Model
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From little evidence to abstract rules in language acquisition . .
erage acq Experiments 1&2 - Effect of Entropy on Rule Induction

(1) Item-bound generalizations
(2) Category-based generalizations (Gomez & Gerken, 2000)
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Results Linear Mixed Effects Model. Covariates in the model: 3

independent tasks: Forward Digit Span, Incidental Memorization Task,
Raven’s Standard Progressive Matrices.

Experiment 3 - Item-bound vs Category-based Generalizations
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Discussion Rule learning is a phased mechanism that starts out onclusion

by memorizing specitic items and finding regularities between | input entropy increases, the tendency to generalize increases gradually.

them (item-bound generalizations) and gradually moves to an Less input complexity (entropy) facilitates finding regularities between
abstract category-based encoding, as a function of increasing specific items, i.e. item-bound generalization, while a higher complexity
Input entropy. exceeding channel capacity drives category-based generalization.
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